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ABSTRACT. This paper presents a new framework for constructing congruence closure
of a finite set of ground equations over uninterpreted symbols and interpreted symbols
for the group axioms. In this framework, ground equations are flattened into certain
forms by introducing new constants, and a completion procedure is performed on ground
flat equations. The proposed completion procedure uses equational inference rules and
constructs a ground convergent rewrite system for congruence closure with such interpreted
symbols. If the completion procedure terminates, then it yields a decision procedure
for the word problem for a finite set of ground equations with respect to the group
axioms. This paper also provides a sufficient terminating condition of the completion
procedure for constructing a ground convergent rewrite system from ground flat equations
containing interpreted symbols for the group axioms. In addition, this paper presents a new
method for constructing congruence closure of a finite set of ground equations containing
interpreted symbols for the semigroup, monoid, and the multiple disjoint sets of group
axioms, respectively, using the proposed framework.

1. INTRODUCTION

Congruence closure procedures [DST80,NO80, Koz77] have been widely studied for several
decades, and play important roles in software and hardware verification systems [NOS8O0,
CRSS94,SW15], satisfiability modulo theories (SMT) solvers [BT18, DMB11], etc. They can
be used to determine whether another ground equation is a consequence of a given finite set
of ground equations.

A rewrite-based congruence closure procedure in the framework of ground completion
was proposed by Kapur [Kap97]. It is based on flattening nonflat terms appearing in the
input set of ground equations by introducing new constants. In [Kap21,Kap23,BTV03], the
associative and commutative (AC) congruence algorithms were presented for congruence
closure with interpreted symbols satisfying the AC properties.

In [KL21], Kim and Lynch presented a framework for congruence closure modulo
permutation equations (i.e., flat permutative equations). In [BK22], Baader and Kapur
presented semantic congruence closure for constructing congruence closure with interpreted
symbols axiomatized by strongly shallow equations. They also provided a congruence closure
algorithm with extensional symbols.
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Meanwhile, group theory [Hun80] is fundamental in mathematics, and has a wide variety
of applications in physics, biology, and computer science. The group azxioms of a binary
operator f, a unary operator i, and the unit element 1 are

F(f(z,y),2) = [z, £y, 2)) fl,)~a fLz) =z

f(z,i(z)) ~ 1 fli(z),z) =~ 1

The well-known convergent rewrite system for the group axioms is as follows [Che84]:
i(l) =1 flz,1) =z f(1,z) —

i(i(z)) =« f(z,i(z)) =1 fi(x), )

f(i@), f(z,9) =y f, fi(x),y) =y i(f(z,y) = (Z(y),i(x))

f(f(@,y),2) = f=, f(y,2))

Above, the associative symbol f has a fixed arity. In this paper, associative flatten-
ing [DP01,BTVO03] w.r.t. each associative symbol f is applied, so the arity of f becomes
variadic. For example, f(f(u,v), f(w,z)) is associatively flattened to f(u,v,w,z) for an
associative symbol f. Rewriting on associatively flat terms (cf. [Mar96]) is also used, which
does not need to introduce extension rules [DP01] during a completion procedure.

This paper presents a new framework for computing congruence closure of a finite set of
ground equations over uninterpreted and interpreted symbols for the group axioms G. If the
proposed completion procedure terminates, then one can decide whether a ground equation
follows from a given finite set of ground equations containing the interpreted symbols for G.

The approach used in this paper is roughly illustrated as follows using a simple ex-
ample. Let E = {f(h(a),h(a)) ~ 1,i(h(a)) ~ b}, where an associative symbol f, the
inverse symbol i, and the unit 1 are the interpreted symbols for G, and h is an unin-
terpreted symbol. First, f(h(a),h(a)) ~ 1 and i(h(a)) ~ b are flattened into h(a) ~ ¢y,
flei,e1) = 1, and i(c;) ~ b using a new constant c;. Next, for each constant 1, a, b,
and ¢, terms with the inverse symbol i are considered by adding i(1) ~ 1, i(a) =~ cq,
i(c2) =~ a (because i(i(a)) ~ a), and i(b) ~ ¢, where cg is a new constant. The
equations f(a,c2) ~ 1, f(co,a) =~ 1,f(c1,b) =~ 1,f(b,c1) ~ 1 are also added by tak-
ing the equations f(z,i(z)) ~ 1 and f(i(x),z) ~ 1 in the group axioms into account.
The resulting set S(E) of this procedure from E = {f(h(a),h(a)) ~ 1,i(h(a)) =~ b} is
S(E) ={h(a) = c1, f(c1,c1) = 1,i(c1) = b,i(1) = 1,i(a) = ca,i(c2) =~ a,i(b) = c1, f(a,c2) =
1, f(ea,a) = 1, f(e1,b) = 1, f(byc1) = 1} UU(C), where U(C) is the set of ground instan-
tiations of f(z,1) ~ x and f(1,2) ~ z in the group axioms using the set of constant
symbols C' only. By adding certain ground flat equations entailed by the group axioms, the
proposed completion procedure for constructing congruence closure modulo G w.r.t. E is
only concerned with ground (flat) equations instead of taking the group axioms (containing
variables) into account.

Now, the arguments of a term headed by an associative symbol f are represented by the
corresponding string for ground flat equations. For example, f(a,b, ¢, d) is represented by
f(abed), where f is an associative symbol. Then, the proposed completion procedure using
string-based equational inference rules is proceeded. Equation c¢; = b can be inferred from
f(eier) = 1 and f(c1b) =~ 1 using an equational inference rule discussed later in this paper.
Roughly speaking, f(c1c1b) = b follows from f(cic1) = 1, and f(c1c1b) = ¢1 follows from
fle1b) = 1, so ¢1 = b can be inferred from f(cic1) ~ 1 and f(c1b) ~ 1. The completion ter-
minates with Soo(E) = {h(a) = b, f(bb) = 1,i(b) ~ b,i(1) = 1,i(a) = c2,i(c2) = a, f(acz) =
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1, f(eza) = 1,¢1 = b} UU(C), where ¢; = b and U(C) is updated to U(C) by rewriting each
occurrence of ¢; in U(C') to b. Now, the rewrite system SZ (E) can be obtained by orienting
each equation in Sy (F) into the rewrite rule using > (defined in Section 3). Then each
f(u) for string u = c¢jciy1 - - - ciyj in the rewrite system is restored into f(c;, ciy1, ..., Cigj)-
The ground rewrite system for groups R(G) (defined in Section 2) combined with SZ (E)
modulo associativity can decide whether a ground equation follows from E w.r.t. G. For
example, h(a) ~ i(i(b)) follows from E w.r.t. G, where h(a) can be rewritten to b and i(i(b))
can be rewritten to b using the rewrite system S7_(E).

The key insight of the proposed approach is that only certain ground equations entailed
by the group axioms are added for the completion procedure, while taking only ground
flat equations into account during its entire completion procedure. This keeps the com-
pletion procedure from interacting with the (nonground) convergent rewrite system for
groups directly. Now, a completion procedure for groups [HEO05, Sim94] using their monoid
presentations is extended to the proposed approach in which the arguments of each term
headed by an associativity symbol are represented by a string. (Roughly speaking, a monoid
presentation of a group is represented by string relations and generators, adding the relations
of the form zz~ ! ~ 1 and 27 'z ~ 1 for each z € X to the relations of a presentation of the
group, where X is the set of generators of the presentation of the group. See [HEOO05] for
details.)

Since the word problem for finitely presented groups is undecidable in general [HEOO05],
the word problem for a finite set of ground equations E w.r.t. G is undecidable in general
too. The proposed completion procedure may not terminate and yield an infinite convergent
rewrite system for congruence closure of F w.r.t. G. If it terminates, then it provides a
decision procedure for the (ground) word problem for E w.r.t. G.

In addition, this paper discusses a sufficient terminating condition of the proposed
completion procedure by attempting to associate a finite set of ground flat equations derived
from F with a monoid presentation of a group. If it is a monoid presentation of a finite
group, then it necessarily terminates and yields a finite ground convergent rewrite system
for congruence closure of ¥ w.r.t. G, providing a decision procedure for the word problem
for E w.r.t. G.

Based on the proposed framework, this paper also presents a new approach to con-
structing a rewriting-based congruence closure of a finite set of ground equations w.r.t. the
semigroup, monoid, and the multiple disjoint sets of group axioms, respectively. Interestingly,
it shares the same proposed ground completion procedure and yields a (possibly infinite)
ground convergent rewrite system for congruence closure of a finite set of ground equations
w.r.t. the semigroup, monoid, and the multiple disjoint sets of group axioms, respectively.

2. PRELIMINARIES

The reader is assumed to have some familiarity with rewrite systems [BN98, DP01]. This
paper refers to [Kap97, Kap21, BK20, BK22, BTV03| for the definitions and notations of
congruence closure.

Let X be a finite set of function symbols of arity > 1 and Cy be a finite set constant
symbols (i.e., function symbols of arity 0). We denote by ¥4 the subset of ¥ containing all
the associative function symbols. We also denote by C' O (Y a finite set of constant symbols
that may include (finitely many) new constant symbols other than the (original) constant
symbols in Cj.
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Terms are built from variables, constants (in C), and function symbols (in X). A ground
term is a term not containing variables. We denote by T'(3, Cp) (resp. T'(3, C)) the set of
ground terms built from 3 and Cjy (resp. ¥ and C). The symbols z,y, z, ... along with their
subscripts are used to denote variables.

An equation is an unordered pair of terms, written s = t.

Function symbols that require to satisfy additional semantic properties (often expressed
by a set of nonground axioms) are called interpreted symbols, while function symbols that
do not require such properties are called uninterpreted symbols.

For a fixed arity binary function symbol f € ¥4, f(f(z,y),2) = f(x, f(y, z)) defines
the theory of associativity. Alternatively, the set of all equations A of the following form
defines the theory of associativity for variadic terms (see [BTV03]).

f(mlr"7xm7f<y17'~'7yi>7217~"727‘&)%f(mlw"7x7n7y17"'7yi7z17-"7Zn)7

where f € ¥4 and {m+n+1,m+n+i,i} C aff) and a(f) = {2,3,4,...}. (Here, «
denotes the arity function for X..) By associatively flattening of a term, we mean the normal-
ization of a term w.r.t. A considered as a rewrite system in such a way that each equation
@, o xm, f(Y1, - ¥i)s 21 o5 2n) & f(®1, 0o Ty Y1y - -+ Yiy 215 - - -, 2n) D A s oriented
as arewrite rule f(z1,. .., Tm, f(Y1, -3 ¥i)s 215 -5 2n) = F(X1y ooy Ty YLy - o s Yiy 21y - -+ 5 Zn)-
For example, f(f(u,v), f(w, z)) is associatively flattened to f(u,v,w,z) for f € ¥ 4.

In the remainder of this paper, the associativity axioms (semigroup axioms) are the
equations in A, the unit azioms are the equations f(x,1) ~ = and f(1,x) = z, the inverse
azioms are the equations f(x,i(x)) ~ 1 and f(i(x),z) ~ 1, the monoid arioms are the
equations in AU {f(z,1) = =z, f(1,2) =~ z}, and the group azioms are the equations in
AU{f(z,1) = z, f(1l,z) = z, f(z,i(x)) = 1, f(i(x),z) ~ 1} for some f € ¥ 4. Unless
otherwise stated, associative flattening w.r.t. each associative symbol f € Y4 is always
applied, and by G, we mean the set of group axioms.

Given a (finite) set of constant symbols C, we denote by U(C) := {f(c,1) = c|c €
CYU{f(1,¢) = c|c e C} the set of ground instantiations of f(z,1) ~ z and f(1,z) ~ x in
G using only the elements in C.

The equational theory induced by a set of equations E, denoted by ~f, is the smallest
congruence that is closed under substitutions and contains E (i.e., the smallest congruence
containing all instances of the equations of E). Two terms s and ¢ are equal modulo
A (associativity), denoted by s <54 t, iff their associatively flat forms are equal. Each
associatively flat term represents its A-equivalence class.

A term ¢ is said to A-match another term s (and s is called an A-instance of t) iff

there is a substitution o such that s <> 4 to. Note that if both s and ¢ are ground terms in
T(%,C), then s A-matches t iff s <> 4 t.

The depth of a term ¢ is defined inductively as depth(t) = 0 if ¢ is a variable or a constant
and depth(f(s1,...,8n)) = 1 +max{depth(s;)|1 < i <n}.

The size of a term t, denoted by |t is the total number of occurrences of function and
variable symbols in it.

A rewrite system is a set of rewrite rules. A rewrite relation —pg/4 is defined as
follows: w —R/AV if there are terms s and ¢ such that u ~4 s, s »>r t, and t ~4 v. For
example, if f € ¥4 and f(b,c) — e € R, then we have f(a,b,c,d) —r/a f(a,e,d) because

f(av b,c, d) ~A f(av f(f(b7 C), d)) —R f(a7 f(€7 d)) ~A f(av €, d)-



Vol. 21:1 CONGRUENCE CLOSURE MODULO GROUPS 20:5

The transitive and reflexive closure of —p /4 is denoted by SR JA-

We simply denote by R/A the rewrite relation — 5 JA-

We say that a term ¢ is in R/A-normal form if there is no term ¢’ such that ¢ —p/4 t'.
Otherwise, we say that t is R/A-reducible.

A rewrite relation R/A is confluent if for all terms r,s and ¢ with r i>R/A sand 7 i>R/A t,

there are terms u an v such that s —p JA U Sav g /a4 t. (Recall that each A-equivalence
class is represented by a single associatively flat term.)
A rewrite relation R/A is locally confluent if for all terms 7, s and t with r — /4 s and

* * * .

T —rg/A t, there are terms u and v such that s —p/4 u >4 v </ t. (In this paper, —g/4
is used to rewrite associatively flat ground terms and A-matching for — /4 can be done
using associatively flat ground terms. Also, the check for local confluence is simpler, i.e.,
R/A is locally confluent on associatively flat ground terms if for all associatively flat ground
terms 7, s and ¢ with r —p/4 s and r — /4 t, there is an associatively flat ground term u

such that s i>R/A u éR/A t.)

A rewrite relation R/A is terminating if there is no infinite sequence ty —p /At —R/A
t2 _>R/A cee

A terminating rewrite relation R/A is confluent iff it is locally confluent.

A rewrite system R is convergent modulo A if the rewrite relation —p/4 is confluent
and terminating.

We denote by X¢ the interpreted symbols for the set of group axioms G := AU{f(z,1) =
z, f(1,z) = z, f(z,i(x)) =~ 1, f(i(x),z) ~ 1}. Here, we have f,i,1 € X, where f € 34,
1€ X, and 1 € ().

The convergent rewrite system for the set of group axioms G, denoted R(G), on associa-
tively flat terms is given as follows:

i(l) =1 flz,1) =z f,z) > x i(i(z)) = x
fl@i(x)) =1 f(i(x),x) =1 i(f(2,y)) = f(i(y),i(z))

where f € ¥¢. Note that the extension rule [DPO01] f(z,i(x),y) — y of f(z,i(x)) — 1 and
the extension rule f(i(z),x,y) — y of f(i(z),x) — 1 can be simplified and are not needed
by R(G)/A. In fact, extension rules can be dealt implicitly without explicitly generating
them for rewriting on associatively flat terms. This is further discussed in the next section.

Lemma 2.1. The rewrite system R(G) is convergent modulo A.

Given a finite set £ = {s; = ;|1 < i < m} of ground equations where s;,t; € T'(X, Cp),
the congruence closure CC(FE) [Kap21,BK20] is the smallest subset of T'(3, Cy) x T(%, Cp)
containing E and is closed under the following rules: (i) for every s € T(3,Cy), s =
s € CC(E) (reflexivity), (ii) if s ® t € CC(E), then t = s € CC(E) (symmetry), (iii)
ifs~te CCOWF)andt ~uec CC(E), then s = u € CC(E) (transitivity), and (iv)
if f € ¥ is an n-ary function symbol (n > 0) and s; = t1,...,s, =~ t, € CC(FE), then
f(s1,...,80) = f(t1,...,tn) € CC(E) (congruence). Note that CC(E) is also the equational
theory induced by F.

Given a finite set E of ground equations between terms in T'(X, C), we also consider
a set of nonground equations F such that the equations in F' are also satisfied as well as
the equations in E. Given s,t € T(X,Cy), s = t follows from E w.r.t. F (written s %g t) if
s = ¢4 holds in all models A of E U F. Therefore, %g is the restriction of ~pyp (i.e., the
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equational theory induced by E U F) to the ground terms in T'(X, Cp) (or T'(X,C) by a
slight abuse of notation). The word problem for E w.r.t. F is the relation ~%.

The congruence closure of E w.r.t. F, denoted by CC¥(E), is the smallest subset of
T(3,Cp) x T(X2,Cy) that contains E and is closed under reflexivity, symmetry, transitivity,
and congruence, and the following rule:

—if I & r € F and o is a substitution that maps the variables in [, r to elements of T'(%, Cy),
then lo ~ ro € CCT(E).

Birkhoff’s theorem says that ~g coincides with & F, Where & denotes the reflexive,
transitive, and symmetric closure of — . Observe that CC%(E) is the equational theory
induced by E UG, which coincides with ~& by Birkhoff’s theorem. We also say CO%(E) as
congruence closure modulo G for E.

3. CONGRUENCE CLOSURE MoODULO GROUPS

In this section, we denote by E a finite set of ground equations s ~ ¢ between (ground) terms
s,t € T(3,Cp), and by G the set of group axioms AU {f(z,1) =z, f(1,z) =, f(z,i(z)) =
1, f(i(x),z) ~ 1}. We also denote by W an infinite set of constants taken from {c1,ca,...},
where W is disjoint from Cjy, C a finite subset chosen from W, and C := Cy U C].

3.1. Ground Completion using Ground Flat Equations.

Definition 3.1. By a ground (fully) flat equation, we mean an (associatively flattened)
ground equation over T'(X, C') in one of the following three forms:

(i) A C-constant equation is an equation of the form ¢; = ¢;, where ¢; and ¢; are
constants in C'.
(ii) A D-flat equation is an equation of the form g(c,...,¢,) = ¢, where ¢q, ..., ¢y, c are
constants in C, g is an n-ary function symbol with n > 1.1
(iii) An A-flat equation is an equation of the form f(c1,...,cn) =~ f(d1,...,d,), where
feX¥aandc,...,cm,d1,...,d, are constants in C.

By ground (fully) flat terms, we mean terms occurring in ground (fully) flat equations over
T(%,C).

The proposed approach to constructing congruence closure modulo G for F using
a ground completion procedure consists of three phases. Roughly speaking, the first
phase transforms a set of ground equations E into the set of ground flat equations E’
(cf. [Kap97,BTVO03]). The second phase adds certain ground flat equations entailed by G
using E’. Call S(E) the resulting set. Finally, the last phase applies a ground completion
procedure on S(E).

The key advantages of using ground flat equations are as follows: (i) the ground comple-
tion procedure is simple by taking only ground flat equations into account during its entire
procedure, (ii) no complex ordering is needed, and (iii) the overlaps between ground flat
equations and R(G) are in restricted form, which simplifies the construction of a ground
convergent rewrite system for congruence closure modulo G for E. In fact, by adding certain
ground flat equations entailed by G, the proposed completion procedure does not interact

lyf g € X4, then g(ci,...,cn) is an associatively flat ground term of depth 1.
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with R(G) at all and performs only on S(E). In what follows, each phase is discussed in
detail. We assume that multiple associative symbols are allowed (i.e., 24| > 1), but only
one of them is used for G.

Phase I: Given a finite set of ground equations E between terms s,t € T'(%, Cp),

(1) Perform associative flattening to each term in E. Call E; the output of this step,
where all terms in F; are fully associatively flattened.

(2) Normalize each term in E; using the rewriting by R(G)/A. Call E3 the output of
this step, where all terms in Fs are in R(G)/A-normal form and the trivial equations
(i.e., the equations of the form s & s) are all removed.

(3) Flatten nonflat terms in Es using new constants from W := {c1,co,...} in an
iterative way so that the output of this step consists of only constant, D-flat, and
A-flat equations. Here, each A-flat equation is not allowed to be further transformed,
for example, into D-flat equations. In this step, if an equation with nonconstant
flat terms is neither an A-flat equation nor a D-flat equation (e.g. f(c1) =~ g(c2)
with f € ¥4 and g ¢ X 4), then it is further transformed into D-flat (or D-flat and
constant) equations using new constants from W.

The output of Phase I is denoted by E’, where all equations in E’ are constant, D-flat,
or A-flat equations. Also, C':= Cy U (1 is a finite set of constants obtained after Phase I,
where (] is a set of new constants introduced by flattening in step 3 of Phase I.

Example 3.2. Let B ={f(a,a) ~ f(h(a), (i(h()), 1)), f(a, h(@)) = b, f(i(a),b) = b},
where f € ¥ is an associative symbol, ¢ € ¥ is the inverse symbol, and 1 € ¥ is the unit
for G.

For step 1 of Phase I, perform associative flattening to f(h(a), f(i(h(a)),1)), which
yields f(h(a),i(h(a)),1). Then E; is E with f(a,a) = f(h(a), f(i(h(a)),1)) being replaced
by f(a,a) ~ f(h(a),i(h(a)), 1)

For step 2, term f(h(a), '(h(a)), 1) is normalized to 1 by R(G)/A. Therefore, Ey =
{f(a,a) ~ 1, f(a, h(a)) = b, f(i(a), b) = b}.

Finally, for step 3, new constants c1 and ¢y for h(a) and i(a) are introduced, re-
spectively. Now, E' = {h(a) =~ c1,i(a) = ¢, f(a,a) = 1, f(a,c1) = b, f(c2,b) ~ b} and
C={l,a,b,c1,ca}.

Next, the purpose of Phase II is to add certain ground flat equations entailed by G
using E’. Since R(G) contains variables, this attempts to keep the ground flat equations in
S(E) (output of Phase II) from interacting with R(G) during a completion procedure. In
the following, f € ¥ is an associative symbol, i € ¥ is the inverse symbol, and 1 € ¥ is
the unit in G.

Phase II: Given C and E’ obtained from E by Phase I, copy C to C’ and E’ to E":

(1) For each constant ¢ € C’ and ¢ # 1, repeat the following step:
If neither i(c;) = ¢; nor i(c;) ~ ¢, appears in E” for some ¢;,¢; € C’, then
E' .= F'U{i(c) = ¢} and C := C U {¢p} for a new constant ¢, taken from W.

(2) Set I(E") :={i(1) = 1} U {i(cn) = cm | i(em) = cn € B’} U{f(em,cn) = 1]i(cnm) =
cn € E'YU{f(cn,cm) = 1]i(cm) = cp € E'}.

(3) Set S(F) := F'UI(E")UU(C) and return S(E), where U(C) := {f(c,1) = c|c €
CYU{f(l,c) =c|ce C}.
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Now, S(E) is the output of Phase II. (Also, C' can be updated during Phase II because
new constants can be added in step 1 of Phase II.) No new constant is added to C after
Phase II.

Example 3.3. (Continued from Example 3.2) After Phase I, we have C' = {1,a,b,c1,c2}
and E' = {h(a) = c1,i(a) = co, f(a,a) = 1, f(a,c1) = b, f(ca,b) =~ b}, where [ € 3¢.

For step 1 of Phase 11, add i(b) = c3 and i(c1) =~ ¢4 to E’, where c3 and ¢4 are the
new constants taken from W. We now have C' = {1,a,b,c1,c2,c3,¢4} and E' = {h(a) ~
c1,i(a) = co, f(a,a) = 1, f(a,c1) = b, f(c2,b) = b,i(b) = c3,i(c1) = c4}. For step 2, we
have I(E') = {i(1) =~ 1,i(c2) =~ a,i(c3) = b,i(cs) = c1, f(a,c2) = 1, f(co,a) = 1, f(b, 03)
1, f(es,b) = 1, f(c1,c ) ~ 1, f(cg,c1) = 1}. For step 3, we have U(C) = {f(l,l)
1,f((l,1) ~ a, f(l a’) ~ a,f(b,l) ~ b,f(l,b) ~ b,f(Cl,l) ~ Claf(lacl) ~ Cl)f(CQal)
co, f(1,c2) = ca, fe3, 1) = c3, f(1,c3) = ¢3, f(ca, 1) = cq, f(1,¢4) = c4}. Finally, we have
S(E)=FE'UI(E)UJUU(C) and return S(E).

QR

The proof of the following lemma is adapted from the proof of Lemma 3 in [BK22].

Lemma 3.4. S(E) w.r.t. G is a conservative extension of E w.r.t. G, i.e., so ~% to iff
S0 xg(E) to for all terms so,tg € T(3, Cp).

Proof. To show the if-direction, assume that s aég to. Then, there is some algebra A over
the signature ¥ U Cy satisfying all equations in F U G such that sg' # t;'. Let Sub(E) be
the set of subterms of the terms occurring in E. First, observe that for each new constant
¢k € Cq, there is some term s € Sub(F)\ Cy such that ¢ %S(E) s;. Now, we may expand A
to the new constants in C by interpreting each ck € Cl as sk for some term s € Sub(E)\ Cy.
We call this expanded algebra B. Since sOB = 7& t , it is sufficient to show that B
satisfies each equation in S(E)UG. We know that A satlsﬁes G, so its expansion B obviously
satisfies G too. It remains to show that B satisfies S(F). First, consider a C-constant
equation ¢; = ¢; € S(E). Then, we have s; ~ sJ € E. Here, s; (resp. s;) is simply ¢;
(resp. ¢;) if ¢; € Cp (resp. ¢j € Cp). Now, we have P = s = 534 g B and thus B satisfies
C; =~ Cj.

Next, consider an A-flat equation f(c1,...,¢m) = f(C¢mt1,-.-,cn) € S(E), where f € X4
and c1,...,c, € C. Then we have f(s1,...,5m) = f(Sm+1,.-.,5,) € E for some s1,...s, €
Sub(FE). Again, s is simply cy if sp € Cp. Now, we have fB(cF,...,cB) = fA(sf, ... s) =
FAGS s st = [B(cB L, ., cB), and thus B satisfies f(c1,...,¢m) & f(Cmt1, .-, Cn).
We omit the proof for the case of a D-flat equation in S(E) because it is similar to the
previous cases.

To show the only-if-direction, assume that sg aég( B) to. Then, there is an algebra BB over

Y U C satisfying all equations in S(FE) U G such that sOB # tOB. Let A be the reduct of B to
by U Co by forgetting the interpretation of the symbols in the set of new constants C;. Since
sgt = s8 # 8 = 14!, we only need to show that A satisfies the equations in EUG. Since B
satisfies G, it is easy to see that A satisfies G too. It remains to show that A satisfies each
equation in E. More specifically, it suffices to show that A satisfies each equation after step
1 and step 2 of Phase I from E because A satisfies G.

Let E5 be the set of equations after step 1 and step 2 of Phase I from E. Observe also
that for each term s, € Sub(FEs) \ Cp, there is a new constant ¢ € Cy. First, consider an
equation of the form a; =~ b; € Ea, where a; and b; are constants. Then, both a; and b;
are the elements of Cjy, so the reduct A obviously satlsﬁes a; = bj, i.e. CL'A = ? = bf = b}“.
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SU{f(uuz) = s, f(ugug) ~ t}
SU{f(mt) = f(sus), f(urug) ~ s, f(ugus) ~ t}

if (i) f € X4, (ii) f(uiug) > s, (iii) f(ugus) > t, and (iv) neither u; nor us nor us
is the empty string, i.e., |u1| # 0, |uz| # 0, and |usz| # 0.

DEDUCE:

SU{f(uiugus) ~ s, f(ug) ~t}
SU{f(uitus) ~ s, f(uz) ~t}

if (1) f € X4, (ii) f(ug) > t, and (iii) s > t if |ugus| = 0.

SIMPLIFY:

U {slu] = t, u=d}
SU{ [d] =~ t, u~d}

COLLAPSE:

if (i) su] > ¢, (i) u > d, (iii) d € C, and (iv) u is not headed by a function symbol in X 4.

SU{t=ec, crd}
SUu{t~d, cxd}

COMPOSE:

if 1) ¢t > ¢, (ii) ¢ > d, and (iii) ¢,d € C.

SU{s ~ s}

DELETE: g

Above, all the equations are assumed to be ground and flat, and S is a set of ground
flat equations. In the SIMPLIFY rule, if f € ¥4 and w is a nonempty string over C,
then f(u):= f(u) if |u| > 2, and f(u) := u, otherwise (i.e., |u| = 1).

F1GURE 1. The inference System Z

Next, consider an equation of the form f(s1,...,8m) = f(Sm+1s--.,5n) € Eo, where f € ¥4
and s1,...,8, € Sub(E2). Here, if s € Sub(F3) \ Cp, then there is a new constant ¢ € C;
such that c; ~g(gy sk (This can be shown easily by a simple structural induction on term

s using Definition 3.1). Then we have f(ci,...,cn) = f(cm+1, c..,Cn) € S(E) for some
C1y- .. ¢n € C, where ¢y, is simply sy, if s, € Co. Since fB(cB,....cB) = fB(c8 m+17 o lB,
WehavefA(sl,..., sy ) = fB(cB, .. B)=fB(B .. ) = fA(sh ..., 82, and thus
A satisfies f(s1,...,8m) = f(Sm+1,--.,5,). We omit the proofs of the remaining cases
because they are similar to the previous cases. []

Note that each argument of a term headed by an associative symbol f is a constant
in C after Phase II. By a slight abuse of notation, the arguments of a term headed by an
associative symbol f are converted into the corresponding string. We define the length of a
string u over C. If u € C*, then the length of u, denoted |u|, is defined as: |[A| :=0, |¢| =1
for each ¢ € C, and |sc| := |s| + 1 for s € C* and ¢ € C, where A\ denotes the empty string.
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Definition 3.5. Let f € ¥4 and u be a string over C such that u := ujug - - - u; and |u| > 2.
Then, f(u) denotes the term f(uy,...,wu;). Each of f(Au), f(u)), and f(Aul) also denotes
f(u), where X is the empty string.

For example, if f € ¥4 and f(a, b, c,d), we also write f(abcd) for f(a,b,c,d). Since f is
variadic for associatively flat terms with the arity being at least 2, the distinction between
two notations is clear from context. In the remainder of this paper, two notations are used
interchangeably, and we assume that a total precedence on Cj is always given.

Definition 3.6. Let W be an infinite set of constants {ci, c2, ...} such that W is disjoint
from Cj, C7 a finite subset chosen from W, and C := Cy U C;. We define the order > on
ground (fully) flat terms in 7'(3, C') as follows, assuming that a total precedence on Cjy is
given:

(i) 1 is the minimal element (w.r.t. >),

(i) ¢ > % if i < j for all ¢;,¢; € Ch,
(ili) ¢ > ¢ if ce C; and ¢ € Cy,
(iv) t > cif t is any term headed by a function symbol f in ¥ and c is any constant in C,
(v) f(s)>= f(t)if f € ¥4 and s >, t, where s and ¢ are strings over C with |s|, |t| > 2
and >, is the length-lexicographic ordering on C*.2

If a D-flat (resp. an A-flat) equation is oriented by >, then we call it the D-flat (resp. the
A-flat) rule. Note that by (ii), C; is a totally ordered set.

We see that > is well-founded on (associatively flattened) terms in 7'(X, C'). Note that
> is a strict partial order on (associatively flattened) terms in T'(X, C') and is a total order
on C'. Yet, it suffices for the inference system 7 in Figure 1. In Figure 1, DEDUCE is the
only expansion rule, and the remaining rules in Z are the contraction rules. (The DEDUCE
and SIMPLIFY rules are adapted from finding critical pairs in string rewriting systems (or
semi-Thue systems) [KN85b, HEOO05].)

Now, the purpose of Phase III is to perform the ground completion procedure on S(FE).
The final set of ground completion using Phase III provides a ground convergent rewrite
system, where each equation is oriented by .

Phase III: Given S(F) obtained from Phase II, apply the ground completion procedure
using the inference rules in Figure 1.

Definition 3.7. (i) We write S F S’ to indicate that S’ is obtained from S by application
of an inference rule in 7 (see Figure 1), where S is a set of equations.

(ii) A derivation (w.r.t. Z) is a sequence of states Sot S+ ---.

(iii) A derivation Sy = S(E) F Sy --- is fair if any rule in 7 that is continuously enabled
is applied eventually (cf. [BTV03]).

(iv) We denote by Soo(E) = [J;(;5;5; a set of persisting equations obtained by a fair
derivation (w.r.t. T) starting with Sy = S(F).

Definition 3.8. Let S be a set of equations such that each equation is orientable by . By

S”, we denote the rewrite system corresponding to S, where each equation s ~ ¢ € S with
s » t is oriented into the rewrite rule s — ¢.

2The length-lexicographic ordering > on C* is defined as follows: s =s1---8; > t1---t; =tif i > j, or
they have the same length and s; - - - s; comes before ¢; - - - t; lexicographically using a precedence on C.
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It is easy to see that each equation in Sy = S(F) is orientable by >. Also, each equation
in 5; in a derivation starting from Sy is orientable by > or a trivial equation because the
conclusion of each inference rule in Z is either orientable by > or a trivial equation. This
means that So(F) is orientable by > (cf. a non-failing run [BN98]).

When rewriting with associatively flat terms (cf. [Mar96]), one does not need to introduce
extension rules [DP01] explicitly. This means that it is not needed to introduce new extension
variables for extension rules, which simplifies the inference rules significantly. The notion of
overlapping has to be generalized accordingly; two rewrite rules with the same top associative
symbol f (at the top position) overlap if they either overlap in the standard way or overlap
involving their extension rules. For example, if f € ¥ 4, then there is a critical overlap
between f(a,b) — d and f(b,c) — e because f(a,b,c) can be written either to f(d,c) or
f(a,e), i.e., the critical pair obtained from f(a,b) — d and f(b,c) — e is f(a,e) = f(d,c).
Here, extension rules are dealt implicitly without explicitly generating them.

Definition 3.9. Let R be the rewrite system obtained from a set of ground flat equations
oriented by . The critical pair (modulo associativity) between two rewrite rules in R has
one of the following forms:

(i) The critical pair obtained from f(uju2) — s € R and f(uguz) — t € Ris f(uit) = f(sus),
where f € ¥4, |u1| # 0, |ug| # 0, and |us| # 0.

(ii) The critical pair obtained from f(ujusus) — s € R and f(ug) — t € Ris f(uitus) =~ s,
where f € ¥4, and s > t if |ujug| = 0.

(iii) The critical pair obtained from sju] — ¢t € R and v — d € R is s[d] ~ t, where u is not
headed by a function symbol in ¥ 4 and d € C.

By CP4(R), we denote the set of all critical pairs (modulo associativity) between the
rewrite rules in R.

Lemma 3.10. If a derivation So = S(E) = S1 & -+ is fair, then CPa(S5(E)) € U; S;-.

Proof. Suppose that a derivation Sy = S(E) + S; F -+ is fair. Then any rule in Z that is
continuously enabled is applied eventually by Definition 3.7(iii). We consider each critical pair
of the form in Definition 3.9 for the rewrite system SZ (E). If a critical pair in C'P4(SZ (E))
was of the form in Definition 3.9(i), then the DEDUCE rule was applied. By fairness, this
critical pair should be an element of | J; S;. Similarly, if a critical pair in CPa(S%(E)) was
of the form in Definition 3.9(ii), then the SIMPLIFY rule was applied. Again, by fairness, it
should be an element of (J; S;. Finally, if a critical pair in CP4(S%,(E)) was of the form in
Definition 3.9(iii), then the COLLAPSE rule was applied, so it should also be an element of
U; Sj by fairness. ]

Example 3.11. (Continued from Example 3.3) In Example 3.3 after Phase II, we have
E' = {h(a) = c1,i(a) = ca, f(aa) = 1, f(ac1) = b, f(c2b) = b,i(b) =~ c3,i(c1) = ¢4} and
S(E)=FE UI(E")UU(C), where C = {1,a,b,c1,ca,c3,c4} and I(E') = {i(1) = 1,i(c2) =~
a,i(cs) = b,i(eq) = c1, flace) = 1, f(coa) = 1, f(bes) = 1, f(esb) = 1, f(c1cq) = 1, f(cac1) =
1}. Then,

1": f(bes) = a (DEDUCE by f(ac1) = b and f(cicq4) &~ 1. Then, SIMPLIFY replacing f(al)
by a using f(al) ~a € U(C).)

2": f(esa) = ¢y (DEDUCE by f(c3b) &~ 1 and 1. Then, SIMPLIFY replacing f(1cs) by ¢y
using f(led) = ¢y € U(C).)
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3" : f(cea) = f(bcy) (DEDUCE by f(c2b) = b and 1)

4": f(coa) = a (SIMPLIFY 3’ by 1’. 3’ is deleted.)

5 :a~ 1 (SIMPLIFY 4 by f(csa) ~ 1. 4’ is deleted.)

6': f(1leg) = 1 (COLLAPSE f(acz) = 1 by 5. f(acz) = 1 is deleted.)
7' ey~ 1 (SIMPLIFY f(lcg) &~ co by 6'. f(lca) = ¢y is deleted.)

8 : f(ler) = b (COLLAPSE f(acy) = b by 5. f(acy) ~ b is deleted.)
9 :c; = b (SIMPLIFY f(lc1) = 1 by 8. f(lc1) = ¢ is deleted.)

10" : h(1) = ¢; (COLLAPSE h(a) ~ ¢; by 5. h(a) = c; is deleted.)
11" : (1) ~ b (COMPOSE 10" by 9. 10’ is deleted.)

12" : f(esl) =~ ¢y (COLLAPSE 2’ by 5. 2’ is deleted.)

13" : c3 &~ ¢4 (SIMPLIFY f(c3l) = c3 by 12", f(esl) = c3 is deleted.)

Note that DEDUCE with the equations in U(C) (e.g., f(bl) = b, b € C) is not necessary.
After several steps using the contraction rules, we have Soo(E) = {h(1) = b,ca = 1,a =~
1,i(1) ~ 1,¢1 = b,cg ~ c4,i(b) = cq,i(cs) = b, f(bey) =~ 1, f(csd) = 1} U U(C), where
U(C) = {f(11) =~ 1, f(bl) ~ b, f(1b) =~ b, f(cal) =~ c4, f(1cs) =~ c4}. (Here, 1 is minimal
w.r.t. = and ¢; = ¢ > c3 > ¢4 = b, where ¢1,c9,¢3,¢4 € C1 and b € Cj (see Definition 3.6).)

3.2. Ground Convergent Rewrite Systems for Congruence Closure Modulo
Groups. Recall that R(G) denotes the convergent rewrite system for G modulo A. By
gr(R(G)) we denote gr(R(G)) := {lo - ro|l —r € R(G) A o is a ground substitution},
and by gr(A) we denote gr(A) := {eog|e € A A o is a ground substitution}. Here, a ground
substitution maps variables to (ground) terms in 7'(3, C).

Lemma 3.12. If S+ S, then the congruence relations <—*>SUgr(A) and <—*>S’Ugr(A) onT(%,C)
are the same.

Proof. We consider each application of a rule 7 for S + S’.
If 7 is DEDUCE, then we need to show that f(ut) H*SUQT'(A) f(sus3), where §' — S =
{f(u1t) = f(sus)}. Since f(uiugus) <>gugr(a) f(sus) and f(uiugus) <>sugra) f(uit), we

have f(uit) < gugr(a) f(sus).
If 7 is SIMPLIFY, then we consider two cases. First, suppose that |ujus| # 0. Then, we

show that f(uitus) QSUQT(A) s, where S" — S = {f(uitus) ~ s}. Since f(ujugus) QSUQT(A)
s and f(ujugus) <i>SUgT(A) f(uitus), we have f(ujtus) QSUQT(A) s. Conversely, we show
that f(ujugus) <—*>S’Ugr(A) s, where S — S’ = {f(ujugus) ~ s}. Since f(ujtus) <—*>S'Ugr(A) s
and f(ujugus) éS’Ugr(A) f(uitus), we have f(ujugusg) éslugT(A) s. Otherwise, suppose
that |ujus| = 0. Then, we need to show that ¢ <—*>SU9T(A) s, where S’ — S = {t = s}. Since
fug) éSUgT(A) s and f(ug) éSUgT(A) t, we have t éSUgT(A) s. Conversely, we show that
f(u2) ésrugr(A) s, where S — S" = {f(u2) =~ s}. Since t <—*>S/U9T(A) s and f(u2) <—*>S/UQT(A) t,
we have f(ug) éSlUgT(A) s.

If 7 is COLLAPSE, then we show that s[d] <—*>5U9T(A) t, where S' — S = {s[d] ~ t}.
Since s[u] QSUQT(A) t and u QSUQT(A) d, we have sl[d] QSUQT(A) t. Conversely, we show
that s[u] éS’Ugr(A) t, where S — S’ = {s[u] ~ t}. Since s]d] <—*>S/U9T(A) t and u <i>S/UgT(A) d,
we see that s[u] <i>5/Ugr(A) t.
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If 7 is COMPOSE, then we show that ¢ éSUgr(A) d, where S’ — S = {t ~ d}. Since
t éSUgT(A) c and ¢ QSUQT(A) d, it is easy to see that ¢ éSUgT(A) d. Conversely, since
t <i>S'Ugr(A) d and ¢ <—*>S/UQT(A) d, we have t QS/UW(A) ¢, where S — 8" = {t =~ c}.

Finally, if 7 is DELETE, then it is immediate that s =g/ g,(a) 5. ]
Lemma 3.13. If sg,tg € T(Z, C(]), then sg = tg € CCG(E) iff so R Seo (E)Ugr(R(G))Ugr(A) to,
where the rewrite system gr(R(G)) is viewed as a set of equations.

Proof. By Birkhoff’s theorem, CCY(E) coincides with ~%. By Lemma 3.4, so ~% t iff
S0 mg(E) to for all terms sg,ty € T(3,Ch). Also, sg zg(E) to iff s0 Rg(myugr(rR(G))Ugr(4) to
for all terms sg,ty € T'(X, Cp).

It remains to show that so ~g(g)ugr(r(@))ugr(4) to It S0 Rs. (B)ugr(R(G))Ugr(4) To for all
terms sg,tg € T(X,Cp), where Sy = S(F). By Lemma 3.12, if S; F S; 11, then éSiUgT(A)
and éSHlUgr(A) on T(X,Cy) are the same (i.e., u éSiUgr(A) viff u <_*>S¢+1UgT(A) v for all

u,v € T(3,Cy)), and thus the conclusion follows. []
Definition 3.14. Let s = s[u] < s[v] = ¢ be a proof step using an equation (rule)
urv e SUgr(A). The complexity of this proof step is defined as follows:
({s},u,t) ifur~veSandu v ({t},v,s) ifumveSandv>u
({s,t}, L, 1) fu~veSandu=v ({s}, L,t) ifu~wvegr(A

In Definition 3.14, L is a new constant symbol. We define the (strict) ordering > on
T(X,C)U{L} such that (i) L is minimal w.r.t. >, and (ii) > is simply > on T'(X,C). (As
usual, we assume that we use associative flattening for > whenever necessary.) Complexities
of proof steps are compared lexicographically using the multiset extension of > in the first
component, and > in the second and third component. The complezity of a proof is defined
by the multiset of the complexities of its proof steps [BTV03,Bac91]. The proof ordering,
denoted by ¢, is the multiset extension of the ordering on the complexities of proof steps
in order to compare the complexities of proofs. (The empty proof [Bac91] is assumed to
be minimal w.r.t. =¢.) As > is well-founded on associatively flattened terms in T'(%, C), >
is well-founded on associatively flattened terms in 7'(3, C') U {L}. Since the lexicographic
extension and the multiset extension of a well-founded ordering are also well-founded [BN9§],
we may infer that >¢ is well-founded.

In the following, if f € ¥4 and u,v,w € C* such that u := uy---u;, v :==v1---vj, w 1=
wi -+ wg, and |uw| # 0 and |v| > 2, then f(uf(v)w) denotes f(u1,...,us, f(v,...,v5),wr,
coowg) ifu,w #E N, flur, .. ug, f(or, .., v5)) fu# Xand w = A, and f(f(vi, ..., v5), wr,
coo,wg) if wu=Xand w# X\ . For example, if u = ¢1, v = cac3, and w = A, then f(uf(v)w)
denotes f(c1, f(c2,c3)).

If s = s[u] <> s[v] =t is a proof step using an equation u ~ v € S (resp. u = v € gr(A)),
then we also write s <—%g ¢ (resp. s ﬂ)gr(A) t).

Lemma 3.15. Suppose S+ S’. Then, for any two terms s,t € T(X,C), if p is a ground
proof in S U gr(A) of an equation s =~ t, then there is a ground proof p' in S U gr(A) of
s &t such that p =¢ p.

Proof. We show that each equation in S — S’ has a smaller proof (w.r.t. =¢) in S’ Ugr(A) by
considering each case of S S’ except by the application of the DEDUCE rule. (Note that
the DEDUCE rule does not delete any equation, so the conclusion follows immediately.)
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(i) SIMPLIFY: We consider two cases. First, suppose that |ujuz| # 0. Then the proof

fujugug) fluruzus)s s s is transformed to the proof f(ujusus) &gr(A) flug f(uz)us) S
fugtus) e s, where e; = flurugug) ~ f(uyf(uz)us), ea = f(uz) = t, and e3 =

f(uitug) ~ s. The newer proof is smaller (w.r.t. >¢) because f(ujugus) fluruzus)>s

s with complexity ({f(uiugus)}, f(u1ugus),s) is bigger (w.r.t. =¢) than the proof step
flurugus) < goay furf(uz)us) with complexity ({f(uiugus)}, L, f(uyf(u)us)) in the
second component, bigger than the proof step f(u1f(ug)us) <>g f(uitus) with complexity
({f(u1 f(uz)us)}, f(uz2), f(urtus)) in the second component, and bigger than the proof step
f(urtus) < s in the first component. (Here, both f(ujugus) and f(uy f(uz)us) are equal

w.r.t. > because their associatively flat forms are the same.)

Otherwise, suppose that |ujus| = 0. Then the proof f(u2) MS s is transformed

to the proof f(ug) <5g t <35 s, where e; = f(ug) ~ t and e; = t ~ 5. Since s >t
by the condition of the rule, we see that the newer proof is smaller (w.r.t. >¢) because

f(u2) MS s with complexity ({f(u2)}, f(u2),s) is bigger (w.r.t. =¢) than the proof

step f(ug) <> g t with complexity ({f(u2)}, f(uz),t) in the last component, and bigger than

the proof step t <>¢ s with complexity ({s},s,t) in the first component.
s[u]~t

(ii) COLLAPSE: The proof s[u] <——g t is transformed to the proof s[u] <% g s[d] <>
t, where e; = u =~ d and ez = s[d] ~ t. The newer proof is smaller (w.r.t. >¢) because

s[ul SMMS t with complexity ({s[u]}, s[u],t) is bigger (w.r.t. =¢) than the proof step
s[u] <% g s[d] in the second component and the proof step s[d] <> t in the first component.
(iii) COMPOSE: The proof ¢ ﬁs ¢ is transformed to the proof t <5 d <3¢ ¢, where

e1 =t~ d and es = d =~ c¢. The newer proof is smaller (w.r.t. =¢) because t &5 ¢ with
complexity ({t},t,c) is bigger (w.r.t. =¢) than the proof step t < d in the last component
and the proof step d <3¢ ¢ in the first component.

(iv) DELETE: The proof s 254 s is transformed to the empty proof, where the proof
s <=%¢ s with complexity ({s,s}, L, 1) is bigger (w.r.t. =¢) than the empty proof. (]

A peak is a proof of the form t1 <—g/4 t —g/a t2 and a cliff is a proof of the form
t1 24t —rataorty —rat<rats for the rewrite relation —R/A- Note that a cliff is simply
replaced by a rewrite step by R/A for associatively flat terms, i.e., t1 —g/4 t2, so we do
not need to consider cliffs on associatively flat terms. Also, recall that Seo(E) = U, (;5; S;
denotes a set of persisting equations obtained by a fair derivation starting from Sy = S(E),
and SZ (E) denotes the rewrite system obtained from S (E) by orienting each equation in
Seo(E) into the rewrite rule. Note that the ground rewrite system SZ (E) can possibly be
infinite.

Lemma 3.16. The ground rewrite system SZ (FE) is convergent modulo A on T(%,C).

Proof. We omit the proof that SZ (E)/A is terminating because it can be directly inferred
from the proof of Lemma 3.20 below by using the ordering >cps on the complexity measures
(D, S, W) (see Definition 3.18) or the simpler (lexicographic) complexity measures (S, W) of
associatively flat ground terms in 7'(3, C'). (Note that > is not necessarily a reduction order
on associatively flat ground terms in 7'(%, C').)
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Now, we show that no peak of the form wu; CSL(B)/A T T Sn(E) U2 for uy,ue € T(3,C)
occurs in every minimal proof (w.r.t. >¢) between u; and ug in SZ (E) U gr(A). (Note that
such a minimal proof exists because >¢ is well-founded.)

Suppose, towards a contradiction, that such a peak exists. If a peak is a non-overlap®
t1 <—sz(B)/a t s (B)/a t2, then it consists of proof steps t1 <=5 (k) th <i>gr(A) t égr(A)
ty <>g. (k) t2, where t| = t; and tj = ta. This proof can be transformed to a proof

! . . * " ’
t s myyat sz (E)a tes which consists of proof steps t1 <=g,.(4) t] s (E) T 5. (B)

tg <i>gr( 4) t2. We may infer that the newer proof is smaller because ¢ is bigger than ¢; and
to, i.e., t is bigger than each term in the newer proof, which is a contradiction.

Now, consider a peak sy —Sn(E)/A S~ S5(E)/A 52 that is a proper overlap. It consists
of proof steps s1 <+g_(g) 81 égr(A) s <i>g,n(A) sy 5. (E) 2, where 8] = s1 and s} > sa.

*

Then we have s; <i>gr(A) $1 $Cpa(sa(E)) 52 $rgr(a) 52, where CP4(S5(E)) consists of
the equations created by the DEDUCE, SIMPLIFY, and COLLAPSE rule applied on the
equations in Soo(£). Since CP4(S5(E)) C |J; S; by Lemma 3.10, there is a proof s QQT(A)

3/1/ S, 3/2/ <i>g,,(A) so for some k > 0. We name this proof as p. Observe that this ground
proof p in Sy U gr(A) is strictly smaller than the original peak s; 85 (B)/A S P Sn(B)/A S2
because s is bigger than each term in p. Also, there is a ground proof p’ in Sy (E) U gr(A)
such that p =¢ p’ by Lemma 3.15. Now, p is strictly smaller than the original peak
S14g%(B)/A S s (B)/A S2, & contradiction. ]

We extend the standard definition of a proper subterm [DPO01] for associatively flat
ground terms in T'(3,C'). We say that f(u) is a proper subterm of f(vuw) if f € ¥4 and
u,v,w € C*, where |u| > 2 and |vw| # 0. The following lemma directly follows from the
fairness of a derivation involving the SIMPLIFY, COLLAPSE, and COMPOSE rule.

Lemma 3.17. For each rule | — r in SZ(F), the right-hand side r is irreducible by
SZ(E)/A and every proper subterm of 1 is irreducible by SZ (E)/A.

In the following, we define a complexity measure of an associatively flat ground term
so that the measures are compared for each reduction step by (S%(F) U gr(R(G)))/A.
If the associated ordering on these measures is well-founded and each reduction step
by (SZ(E) U gr(R(G)))/A strictly reduces the measure, then (S (E) U gr(R(G)))/A is
terminating. First, the size of an associatively flat ground term alone is not a good measure.
For example, by applying the rule i(f(z1,22)) = f(i(x2),i(x1)) € R(G), the associatively
flat ground term i(f(a,b)) with size 4 is rewritten to the associatively flat ground term
f(i(b),i(a)) with size 5. Also, a reduction step by an A-flat rule in SZ (E) may preserve the
size of a given associatively flat ground term.

Definition 3.18. Let ¢ be an associatively flat ground term in 7'(X, C).

(i) The d-measure of t is the multiset of all pairs (d,n), where d is the depth of each term
headed by an occurrence of the inverse symbol i € 3¢ in ¢, and n is the arity of f € X
occurring right below 4. If the symbol occurring right below ¢ is not f € X, then n in (d, n)
is simply 0. If there is no occurrence of i € Y in t, then the corresponding multiset is
simply empty.

(ii) The s-measure of t is the size of t.

3A simple example of a non-overlap peak is the case fler,e,d) <=2 (gyja flasb,e,d) =gz gy a fla,b,c2)
if f€Xa, f(a,b) = c1 € SL(E), and f(c,d) — ca € SL(E).
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(iii) Given a total precedence on the constant symbols in C', we define a weight function
w : C — N in such a way that for all ¢j, ¢y € C, if ¢; > ¢2, then w(cy) > w(cz), where > is
the usual order on natural numbers. The w-measure of t is the sum of the weights of all
constants occurring in ¢.

(iv) The complexity measure of an associatively flat ground term is the triple (D, S, W),
where D is the d-measure of it, S is the s-measure of it, and W is the w-measure of it. The
associated ordering of the complexity measures on associatively flat ground terms, denoted
by >=cwm, is the lexicographic ordering using the lexicographic and multiset extension of >
for the first component, and > for the second and third component, where > is the usual
order on natural numbers. (Since the lexicographic extension and the multiple extension of a
well-founded order is well-founded, ¢ on associatively flat ground terms is well-founded.)

Example 3.19. (i) Consider i(h(i(f(a,b,c)))) for i, f € XG. The d-measure of it is the
multiset {(2,3),(4,0)} because the depth of the term headed by i in i(f(a,b,c)) is 2 and
the arity of f is 3. Meanwhile, the depth of the term headed by the outermost occurrence
of 7 is 4, but the symbol occurring right below it is not f € g, so the corresponding
pair is (4,0). Now, consider an gr(R(G))/A-reduction step by a ground instance of the
rule i(f(x1,22)) = f(i(z2),i(x1)) € R(G). For example, i(h(i(f(a,b,c)))) is rewritten to
i(h(i(f(b,c)),i(a))) by this reduction step. We see that the d-measure of i(h(i(f(b,c)),i(a)))
is {(1,0),(2,2),(4,0)}. Note that the d-measure {(1,0),(2,2),(4,0)} of i(h(i(f(b,c)),i(a)))
is smaller than the d-measure {(2,3),(4,0)} of i(h(i(f(a,b,c)))). (Recall that the reduction
steps by gr(R(G))/A are always done on associatively flat ground terms.)

(ii) Let C' = {a, b, 1, co} with the precedence ¢; > co > a > b. Then we may assign the weight
of each symbol in such a way that w(c;) =4 , w(c2) = 3, w(a) = 2, and w(b) = 1. Now,
consider an SZ (E)/A-reduction step by the A-flat rule f(c1,a) — f(c2,b). For example,
h(f(c1,a)) is rewritten to h(f(c2,b)) by this reduction step. The w-measure of h(f(cz,b)) is
smaller than the w-measure of h(f(c1,a)) because w(f(c1,a)) =6 and w(f(c2,b)) = 4.

Lemma 3.20. The ground rewrite relation (S% (E)Ugr(R(G)))/A is terminating on T(X, C).

Proof. We use the complexity measure (D, S, W) of an associatively flat ground term in
T(%,C) (see Definition 3.18(iv)) and compare these measures w.r.t. >cs for each type of
(SZ(E)Ugr(R(G)))/A-reduction step. First, observe that the rules in R(G) are size-reducing
except the rule i(f(z1,22)) — f(i(x2),i(x1)) € R(G). Let t; and t2 be associatively flat
ground terms in T'(X, C') such that (SZ (E) U gr(R(G)))/A-reduction step exists from ¢; to
to. Let comp(t1) and comp(ta) denote the complexity measure of ¢; and ts, respectively.
We consider each type of (S%(F) U gr(R(G)))/A-reduction step from t; to to. If it is a
gr(R(G))/A-reduction step by a ground instance of the rule i(f(z1,x2)) — f(i(z2),i(z1)) €
R(G), then comp(tz) is smaller (w.r.t. =cps) than comp(t1) in the first component. If it
is a gr(R(Q))/A-reduction step by a ground instance from the other rules in R(G), then
comp(ta) is smaller (w.r.t. =cns) than comp(t1) in the second component. (It could be the
case that comp(t2) is smaller (w.r.t. =cas) than comp(t1) in the other components too.) If it
is an S (F)/A-reduction step by a D-flat rule, then comp(t2) is smaller (w.r.t. >=cps) than
comp(t1) in the second component. If it is an SZ (E)/A-reduction step by an A-flat rule or
a constant rule (i.e., ¢, — ¢, for some ¢, ¢, € C with ¢, > ¢,), then comp(t2) is smaller
(w.r.t. =cpr) than comp(ty) in the third component.

Since each (SZ (E)Ugr(R(G)))/A-reduction step strictly reduces the complexity measure
(w.r.t. =cpr) and =cps is well-founded on the complexity measures of the associatively flat
ground terms in T'(X, C) (see Definition 3.18(iv)), the conclusion follows. ]
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Theorem 3.21. The ground rewrite system S (E) U gr(R(Q)) is convergent modulo A on
T(3,0).

Proof. Since (SZ(E) U gr(R(G)))/A is terminating on T'(X,C) by Lemma 3.20, we show
that (SZ(E) U gr(R(G)))/A confluent on T'(3,C) by showing that it is locally confluent
on T'(3,C). In this proof, we omit the joinability of the pair obtained by rewriting within
the substitution part (cf. wvariable overlap) involving the rules in ¢gr(R(G)) from R(G),
which is discussed similarly in the literature [BN98, DP01]. We also omit the case of non-
overlaps involving the rules in gr(R(G)) and SZ (E), which is also discussed similarly in the
literature [BN98, DP01].

Now, it suffices to consider the (critical) overlaps between the rules in gr(R(G)) and
SZ (E). Recall that for each rule [ — r in SZ (F), the right-hand side r is irreducible and
every proper subterm of [ is irreducible by S7_(F)/A by Lemma 3.17.

Suppose that there is an overlap between a rule i(i(a;)) — a; in gr(R(G)) and a rule
i(a;) = cq; in SZ(E) with the critical pair i(cq,) = a;. Since i(cq,) — a; in ST (FE) by
construction (see Phase II), i(c,,;) and a; are joinable by the rule in SZ (E).

Suppose that there is an overlap between a rule f(c,i(c)) — 1 (resp. f(i(c),c¢) — 1) in
gr(R(@)) and a rule i(c) — d in SZ(F) with the critical pair f(c,d) =~ 1 (resp. f(d,c) = 1).
Since i(c) — d in S (F), we also have f(c,d) — 1 and f(d,c) — 1 in SZ (FE) (see Phase II),
and thus f(c,d) (resp. f(d,c)) and 1 are joinable by the rule in S (E).*

Suppose that there is an overlap between a rule f(u1,...,um,1) — f(ui,...,um)
(resp. f(L,ut,. .. um) = f(u1,...,up)) ingr(R(G)) and arule f(up, 1) — up, (resp. f(1,uq)
— wu1) in SZ(F). Then, the critical pair f(ui,...,um) =~ f(u,...,uy) is trivially joinable.

Suppose that there is an overlap between a rule of the form i(f(uy,...,u,)) —
JE(f (Umats - un)), i(f(ut,. .. um))) in gr(R(G)) and a rule f(ur,...,up) — Up in
SZ(E). (Here, f(uk,...,u1) is f(ug,...,u1) if k& > 2, and wuy, otherwise (i.e., k =

1).) We show that f(i(f(umt1,---,un)), i(f(ur,...,um))) and i(uy,) are joinable by

_>S§O(E)Ugr(R(G))/A‘ As f(i(f(um-i-lv s 7un))7 Z(f(U1, s 7um))) i>gr(l’%(G))/A f(Z(un)7 i(un—l)a
.-, i(u1)), we show that f(i(un), i(un-1),...,i(u1)) and i(uy) are joinable by —g- (5,4 By
construction, we have some rules i(u1) — ¢y, i(u2) = Cuyy - -+, i(Uy) = ¢y, and i(uy,) — ¢y,
in SZ (F), where u1,...,Up, Uy and ¢y, ..., Cy,, Cy,, may not be distinct. We also have
the rules f(ulac’lﬂ) — 17f(cu1au1) —1,... af(unacun) - 1af(cunaun) — 17f(umacum) —
L, f(cu,, um) — 1in SZ(E). Now, it suffices to show that f(cy,, ..., ¢y, ) and ¢, are joinable
by =g (gy/a- Since f(ui, ..., un) = um in S(E), we have f(Cup, U, - - Un,s Cuys - -+ Cuy)
— 9% (E)/A f(Cu, s Um, Cuy, s - - -5 Cuy ) Dy applying the same context to the rule f(uq,...,u,) —
U, in ST (E). This means that f(cy,,, Uty Un, Cupy - -5 Cuy) ANA f(Cupps Uy Cuupyy « - + 5 Cuy )
are joinable by — g~ () 4. Since f(cu,,, ut, ..., Un, Cupy - - -5 Cuy) i>S§o(E)/A Cu,, and f(cy,,,

Uy Cups - - - 5 Cuy ) ;S(;(E)/A f(cupns---,cuy), by Lemma 3.16, we infer that f(cy,,...,cu,)
and ¢y, are joinable by —g- () /4.

Finally, suppose that there is an overlap between a rule of the form i(f(u1,...,uy))—
JG(f (mat, s un)), i(f(ur, .- - um))) in gr(R(G)) and arule f(u1,. .., un)—=f(v1,. .., Vm)
in SZ(F). (Here, f(ug,...,u1) is f(ug,...,u1) if & > 2, and uy, otherwise.) We show

I one also considers the overlapping involving exztension [DPO01] rules, it is easy to see that the case of
overlapping between the ground instances of the extension of f(c,i(c)) — 1 (resp. f(i(c),c) = 1) in gr(R(G))
and i(c) — d in SZ(E), along with the case of overlapping between the ground instances of the extension of
f(c,1) = ¢ (resp. f(1,¢) = 1) in gr(R(G)) and f(c,1) — ¢ (resp. f(1,¢) — ¢) in SL (E) are both joinable.
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that f(i(f(umat,-- > un)), i(f(ut,...,un))) and i(f(vi,...,v,)) are indeed joinable by
S (E)Ugr(R(G)) /A Now, since f(i(f(um+1,-- s un)), i(f(ur, ... um))) i>gr(R(G))/A fi(un),
i(up—1),...,i(u1)), and i(f(v1,...,vm)) i>gT(R(G))/A fli(vm),...,i(v1)), we then show that
f(iun), i(un-1),...,1(u1)) and f(i(vm), ..., i(v1)) are joinable by — g~ py/4. By construc-
tion, we have some rules i(u1) — cyy, 1(U2) = Cupy -« 1(Un) = Cupyy 1(V1) = Copyen vy i(Um) =
Cp,, In ST (FE), where uy, ..., Up, V1, Um, Cuyye -y CupsCops- - -5 Cp,, May not be distinct.

It suffices to show that f(cu,,...,cu;) and f(cy,,, ..., ¢y, ) are joinable by —g- f)/4. Since
flur, ... un) = f(v1,...,0m) € SL(E), we see that f(Cu,s-- vy Cops ULy« ey Uny Cupy e -+ s Cuy
— S5 (B)/A f(CyseneyCoy U1y ey UmyCuyy - -+, Cuy ) Dy applying the same context to the rule
flur, .o un) = f(vr,...,om) In SZ(E), SO f(CopyenvyCopsUlyeneyUpyCupye- -y Cyy) and
F(CopyeevyCoyy ULy e ey Umy Cupyy - - - Cyy ) are joinable by =85 (E)/A- Since f(cy,, ;- -, Cop, U,

*
ceyUny Cuys 5 Cuy) =gz (By/A S (Cops - Co) AN f(Cupy vy Copy UL, U Cugys - Cuy )

i>S§o(E)/A f(eu,s .-y cuy), by Lemma 3.16, we infer that f(cy,,,...,cy, ) and f(cy,,, .-, Cop)
are joinable by —g- gy /4. [

The following theorem says that given sg = ty, where sg,tg € T(%, Cp), the membership

problem for CCY(E), written sq % to € COY(E), is reduced to checking whether sq and tg
have the same normal form w.r.t. (S (F) U gr(R(G)))/A.

Theorem 3.22. If so,tg € T(Z,Cy), then sy =ty € CCY(E) iff sg and ty have the same
normal form w.r.t. (ST (E) U gr(R(G)))/A.

Proof. Assume that sg,ty € T(XZ,Co). If sg ~ tg € CCY(E), then sg RS (E)Ugr(R(G))Ugr(A)
to by Lemma 3.13. Since SZ (E) U gr(R(G)) is convergent modulo A on T'(X,C) by
Theorem 3.21, s and ¢y have the same normal form w.r.t. (S (E) U gr(R(G))/A.
Conversely, if sy and tg have the same normal form w.r.t. (S (F) U gr(R(G))/A, then
we have so X (B)ugr(R(G))ugr(4) to, and thus so ~ ty € CC%(E) by Lemma 3.13. ]

Remark 3.23. Note that sg,ty € T(3, Co) with sg ~ tg € CC%(E) in Theorem 3.22 may
have the normal forms w.r.t. (S (E) U gr(R(G)))/A in T(X,C1), but they are the same by
Theorem 3.21 because T'(X,Cy) C T'(X,C). (Recall that C := Cp U CY.)

Remark 3.24. Recall that gr(R(G)) in Theorem 3.22 is defined as gr(R(G)) := {lo —
ro|l —r € R(G) Ao is a ground substitution}. (Here, a ground substitution maps variables
to (ground) terms in 7'(X, C').) This means that gr(R(G)) can be infinite. However, instead
of using the infinite ground rewrite system gr(R(G)) directly, we can still use the finite
rewrite system R(G) for rewriting steps w.r.t. gr(R(G))/A by using A-matching on (ground)
terms in T'(3, C).

Corollary 3.25. Given a finite set of ground equations E C T(3,Cy) x T'(3,Cy), if Seo(E)
is finite, then we can decide for any so,to € T(X, Cy) whether s %g to holds or not.

Proof. By Birkhoff’s theorem, CC%(FE) coincides with ~%. By Theorem 3.22, we can decide
whether so ~¢ t; using the normal forms of sy and to w.r.t. (S (E) U gr(R(G)))/A, i.e., so
and ¢ have the same normal form w.r.t. (S (E) U gr(R(G)))/A iff so ~G to. []

Example 3.26. (Continued from Example 3.11) Consider the word problem of deciding
whether i(i(f(h(a), f(i(b),a)))) ~% 1 holds or not using S (E) in Example 3.11. Recall
that two notations f(u) and f(uq,...,u,) are used interchangeably if f € ¥4 and u is a
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string over C' such that v := uy,...,u, and |u| > 2. Then, ST (E) = {h(1) — b,ca —
La— 1,i(1) = 1,c1 — b,c3 — ¢4,4(b) — ca,i(ca) — b, f(b, 04) — 1, f(ca,b) — 1} UU*(C’),
where U (C) = {f(1,1) — 1, f(b,1) — b, f(1,b) — b, f(ca,1) — cu, f(1,c4) — ca}. First,
i(i(f(h(a), f(i(b),a)))) is associatively flattened to i(i(f(h(a),i(b),a))).

Let SG := S5, (E)Ugr(R(G)). Then, i(i(f(h(a),i(b),a))) —sc/a f(h(a),i(b),a) =56/
f(R(1),i(b),1) —sq/a f(b,i(b),1) =ga/a f(bycay1) =sa/a f(1,1) —gG/4 1. Now, we see
:_c[‘h}?t i(i(fg(l;(za),f(i(b),a)))) ~% 1 holds and i(i(f(h(a), f(i(b),a)))) =~ 1 € CCY(E) by

Definition 3.27. Given Sy = S(E), let R(E) be the set of D-flat and A-flat equations
containing f € ¥¢ in S(E) — U(C) (see Phase II). Let C'(R) be the set of constant symbols
appearing in R(E) except 1. We say that <C(R)| R(E)> is the monoid presentation for
S(E).

Example 3.28. Let £ = {f(a,a,a) = 1, f(h(a),h(a)) = 1, f(a,h(a),a,h(a
f € Xg. Then S(F) = {f(aaa) = 1,h(a) = c1, f(cic1) = 1, f(acracy) =~ 1,i(1
c2,i(c2) & a,i(c1) ~ c3,i(c3) & 017f(a02) ~ 1, f(c2a) = 1 f(01€3) ~ 1, f(eser
where C' = {1, a, c1, c2,c3}. Now, we have the monoid presentation <C’( )| R(E)> for S(E),
where C(R) = {a,c1,c2,c3} and R(E) = {f(ac2) = 1, f(cea) = 1, f(c1c3) = 1, f(czc1) =~
1, f(aaa) = 1, f(c1c1) = 1, f(aciaci) ~ 1}. This monoid presentation for S(F) corresponds
to a monoid presentation of the dihedral group of order 6 [HEO05] <«, 8,0~ !, 871, |aa™! ~
Lalax 1,887~ 1,718~ 1,0° ~ 1,5° ~ 1,aBaf ~ 1> by renaming the symbols a to
a, c1 to B, ca to !, and ¢3 to B

It is known that the Knuth-Bendix completion terminates for finite groups using their
monoid presentations [HEOO05] with their associated length-lexicographic ordering. Similarly,
if the monoid presentation for Sy = S(F) is a monoid presentation of a finite group, then
Seo(E) is finite (see Proposition 3.30), providing a decision procedure for the word problem
for £ w.r.t. G by Corollary 3.25.

Example 3.29. (Continued from Example 3.28) Given S(E) = {f(aaa) ~ 1,h(a) =~
c1, f(aier) = 1, f(acracy) = 1,i(1) = 1,i(a) = ca,i(c2) = a,i(c1) =~ c3,i(c3) =~ c1, f(acz) =~
1, f(cea) = 1, f(crc3) = 1, f(cge1) = 1}UU(C) and C = {1,a,¢1, c2,¢c3} in Example 3.28, let
i>h>f>c1>co>csg>=a>1 (see Definition 3.6). In the following, we implicitly apply
SIMPLIFY using U(C) whenever applicable (cf. Example 3.11):

1":¢1 = ¢3 (DEDUCE by f(c1c1) = 1 and f(cic3) = 1)
(By 1/, each ¢; occurring in S(F) is replaced by c¢3 using COLLAPSE and COMPOSE.)

2" : f(aa) = ¢ (DEDUCE by f(aaa) ~ 1 and f(acy) =~ 1)

3" : f(caca) = a (DEDUCE by 2" and f(ac2) ~ 1)

4" : f(acsa) = c3 (DEDUCE by f(acsacs) =~ 1 and f(cses) = 1)
5 : f(eaes) = f(cza) (DEDUCE by 4’ and f(coa) ~ 1)

6’ : f(cse2) = f(acs) (DEDUCE by 4’ and f(acs) ~ 1)

7' : f(csacs) ~ co (DEDUCE by 6" and f(cge3) ~ 1)

After several steps using the contraction rules, we have the finite set Swo(E) = {h(a) ~
c3, feses) = 1i(1) = 1,i(a) & ca,i(c2) = a,i(c3) = 3, faca) = 1, f(c2a) = 1} UU(C) U
{1/,2,3",4',5" 6/, 7'}, where U(C) is obtained from U(C) by rewriting each occurrence of
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¢ in U(C) to c3. Now, we have the finite rewrite system S7_(E), which is obtained from
Soc(E) by orienting each equation in So(F) into the rewrite rule. Given Sy = S(E), the
output depends on a given precedence on symbols, but the completion procedure necessarily
terminates (see Proposition 3.30).

Proposition 3.30. Given Sy = S(E), if the monoid presentation <C(R) | R(E)> for S(E)
is a monoid presentation of a finite group, then Soo(F) is finite.

Proof. Let X = C(R) and f € Y. If the monoid presentation <X | R(E)> for S(E) is
a monoid presentation of a finite group, then there are only finitely many R(E)Ugr(A)
equivalence classes on {f(u)|u € X* and |u| > 2} (see Chapter 12 in [HEOO5]).

Now, if X is not the same as C, then let X be the set obtained from X by adding
each constant ¢ € C'— X satisfying ¢ H*S(E) ¢ for some ¢ € X to X. (If either X = C or
X # C but such ¢ does not exist, then we simply let X := X.) Since there are finitely many
& R(E)ugr(A) €quivalence classes on {f(u) |u € X* and |u| > 2}, we may infer that there are

also finitely many < S(E)ugr(4) equivalence classes on {f(u)|u € X* and |u| > 2}.
By Lemma 3.12, we have QS(E)UW(A):éSw(E)UW(A), so there are only finitely many

QSW(E)UQT(A) equivalence classes on {f(u)|u € X* and |u| > 2}. Since S (E) is convergent
modulo A by Lemma 3.16, this means that there are only finitely many SZ (E)/A-normal
forms of the terms in {f(u)|u € X* and |u| > 2}.

Suppose that S (F) is an infinite set. Since non-Y4 symbols have fixed arities and
Y U C is finite, Soo(E) must contain infinitely many equations with top symbol f. As there
are only finitely many SZ (F)/A-normal forms of the terms in {f(u)|u € X* and |u| > 2},
there is some rule f(uy---u,) = t € S (E) such that a proper subterm of f(uy---uy,) is
reducible by SZ (F)/A. This is not possible by Lemma 3.17, a contradiction. L]

4. CONGRUENCE CLOSURE MODULO SEMIGROUPS, MONOIDS, AND THE MULTIPLE DISJOINT
SETS OF GROUP AXIOMS

Given a finite set of ground equations E between terms s,t € T'(X, Cp), by congruence closure
modulo semigroups (resp. monoids), we mean congruence closure modulo the associativity
(resp. monoid) axioms for E. In this section, we first discuss congruence closure modulo
semigroups by considering multiple associative symbols. Then we discuss congruence modulo
monoids by considering multiple associative symbols but only one of them is an interpreted
symbol for the monoid axioms. We also discuss congruence closure modulo the multiple
disjoint sets of group axioms. All these approaches only differ by Phases I and II in Section 3,
but they use the same Phase III in Section 3. This means that one may use the same
completion procedure for constructing congruence closure modulo the semigroup, monoid,
and the multiple disjoint sets of group axioms, respectively.

4.1. Congruence closure modulo semigroups. Unlike constructing congruence closure
modulo the group axioms, constructing congruence closure modulo the semigroup axioms
does not need to add certain ground flat equations entailed by the group axioms, so Phase
IT in Section 3 is not necessary. Also, normalizing each term using the rewriting by R(G)/A
is not necessary, either. Now, Phase I for constructing congruence modulo semigroups is the
same as Phases I in Section 3 without step 2. The output of Phase I is denoted by S(FE),
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where all equations in S(E) are constant, D-flat, or A-flat equations. Then one may apply
Phase IIT in Section 3 directly using the same inference rules in Figure 1 with Sy = S(FE)
and have the same Lemmas 3.12 and 3.16. Now, we have the following results adapted from
Lemma 3.13, Theorem 3.22 and Corollary 3.25, respectively.

Lemma 4.1. If so,tg € T(E,C@), then sg =~ tg € CCA(E) iff so RS0 (B)Ugr(A) to.-

Proof. By Birkhoff’s theorem, CC*4 (E) coincides with %fEl. Adapted from Lemma 3.4, we
may infer that s %g to iff sg %é(E) to for all terms s, ty € T'(X, Cp). Also, sg zé(E) to iff
50 ~s5(E)ugr(A) to for all terms so, 29 € T'(X, Cp).

It remains to show that so ~ggyugr(a) to It so X (E)ugr(a) to for all terms so, 1o €
T(%,Cy), where Sy = S(F). By Lemma 3.12, if S; - S; 41, then éSiUgT(A) and <i>gi+lugr(,4)
on T'(X,Cp) are the same, and thus the conclusion follows. (]

Lemma 4.2. If sg,ty € T(3,Cp), then sy =~ ty € CC’A(E) iff so and ty have the same
normal form w.r.t. S (E)/A.

Proof. Assume that sg,tg € T(2,Cy). If s = tg € CCA(E), then sg RS (B)Ugr(4) to Dy
Lemma 4.1. Since S (E) is convergent modulo A by Lemma 3.16, so and ¢( have the same
normal form w.r.t. S (E)/A.

Conversely, if sy and ¢y have the same normal form w.r.t. S (F)/A, then we have
50 5. (E)ugr(A) to, and thus so ~ tg € CCA(E) by Lemma 4.1. ]

Corollary 4.3. Given a finite set of ground equations E C T(X,Cy) x T(X, Cp), if Seo(E)
is finite, then we can decide for any so,ty € T'(X, Cy) whether so %g to holds or not.

In the remainder of this section, the examples are only concerned with a set of associa-
tively flattened, ground fully flat equations E for simplicity. (See Example 3.2 in Section 3
for an example of the associatively flattening and the fully flattening step, respectively.)

Example 4.4. Let £ = {f(a,b) = a, f(b,¢) = b,c = d} with f € ¥4 and a > b = ¢ > d.
Each term in F is already associatively flattened. Also, the equation in F is already a ground
fully flat equation, so Phase I is not needed. Phase II is not needed either for CC4(E), so
S(FE) is simply FE itself. The following steps are performed in Phase III using Sy = S(FE):

1": f(ab) = f(ac) (DEDUCE by f(ab) ~ a and f(bc) =~ b.)
a (SIMPLIFY 1’ by f(ab) ~ a. 1" is deleted.)
a (COLLAPSE 2’ by ¢ ~ d. 2’ is deleted.)

b (COLLAPSE f(b,c) =~ bby cxd. f(b,c)~bis deleted.)

Co
—
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Now, we have ST (E) = {f(ab) — a, f(bd) — b,c — d, f(ad) — a}. By Lemma 4.2
and Corollary 4.3, we can decide whether f(a,b) ~4 f(a,c). Since f(ab) —Sn(E)/A @

and f(ac) =gz (gya flad) =gz (g)a a, we see that f(a,b) ~ f(a,c) € CCA(E) and
f(a,b) ~4 f(a,c).

The following example shows that So,(F) can be infinite. In this case, one cannot apply
Corollary 4.3.

Example 4.5. (Adapted from [KN85a|) Let E = {f(a,b,a) = f(b,a,b)} with f € ¥ 4. Each
term in F is already associatively flattened. Also, each equation in FE is already a ground fully
flat equation, so Phase I is not needed. Phase I is not needed either for CC4(E), so S(E)
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is simply F itself. The following steps are performed in Phase III using Sy = S(E) with a > b:

1": f(abbab) ~ f(babba) (DEDUCE by f(aba) ~ f(bab) and itself.)

2': f(abbbadb) =~ f(babbaa) (DEDUCE by 1’ and f(aba) =~ f(bab).)

Phase III does not terminate and we have the infinite SZ (E) = {f(aba) — f(bab)} U
{f(ab™ab) — f(babba™ ')|n > 2}. Using the similar argument by Kapur and Naren-
dran [KN85a|, we see that Phase III does not terminate. (Here, the word problem for E
w.r.t. A is decidable [KN85a].)

Remark 4.6. In Example 4.5, if we introduced a new constant c¢; to stand for f(a,b)
with ¢; = b = a, then we have E' = {f(a,b) ~ c1, f(c1,a) = f(b,c1)} from E. In this
case, Phase IIT using Sy = E’ terminates with the finite SZ (E’) = {f(ab) — c1, f(c1a) —
f(bcr), f(beib) — f(cicr), f(cic1b) — f(acier)} (cf. Section 6 in [KN85a]). This is beyond
the scope of this paper because we do not introduce a new constant for an (already) ground
flat equation in E for CC4(E).

4.2. Congruence closure modulo monoids. In this subsection, we denote by X the set
{f,1}, where f € 34 is the interpreted symbol for the monoid axioms M := AU {f(z,1) ~
x, f(1,x2) = x} and 1 € Cj is the unit in M. The convergent rewrite system for monoids,
denoted R(M), on associatively flat terms is simply given as follows: (i) f(x,1) — x and (ii)
f(1,x2) — z, where f € ¥js. In what follows, we assume that the multiple associative symbols
are allowed (i.e., |3 4] > 1), but only one of them is used for the monoid axioms. Phases I and
II for constructing congruence modulo monoids are slightly different from Phases I and II in
Section 3, which do not need to take the inverse axioms into account. In Phase I, the rewrite
relation R(G)/A in step 2 in Phases I in Section 3 is simply replaced by the rewrite relation
R(M)/A. The output of Phase I is denoted by E’, where all equations in E’ are constant,
D-flat, or A-flat equations. The purpose of Phase II is to add certain ground instantiations
of the unit axioms. Phase II is now described as follows. Here, f € ¥/, and 1 is the unit in M.

Phase II: Given C and E’ obtained from E by Phase I:
(1) Set S(E) := E' UU(C) and return S(FE), where U(C) := {f(¢,1) = c|c € C} U
{f(L,e) = clceC}.

The output of Phase II is S(F). Note that no new constant is added to C in Phase II.
Using S(F) obtained from Phase II, we may apply the same Phase III as in Section 3 using
So = S(E). Now, the following results are adapted from Lemma 3.13, Theorem 3.22 and
Corollary 3.25, respectively.

Lemma 4.7. If S0, to € T(E, Co), then So =ty € CCM(E) ’Lﬁ S0 ’%Sw(E)Ugr(M)Ugr(A) to.

Proof. By Birkhoff’s theorem, CCM (E) coincides with zAE/[ . We have sg %% to iff s %]SW( ) to
for all terms sg,tg € T'(X, Cp) using a simple adaption of Lemma 3.4. Also, s %% ) to iff
50 RS(E)ugr(R(M))Ugr(A) to for all terms sg,tg € T'(X, Cp).

NOW, it remains to show that S0 %S(E)Ugr(R(M))Ugr(A) to iff S0 %SOO(E)Ugr(R(M))UgT(A) to
for all terms sg,tg € T(3, Cp), where Sy = S(F). By Lemma 3.12, if S; - S;11, then both

& S;ugr(4) and s, ugr(ay on T'(X, Cp) are the same, and thus the conclusion follows. []
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Lemma 4.8. If so,tg € T(X,Cp), then so ~ tg € CCM(E) iff sg and to have the same
normal form w.r.t. (S (E) U gr(R(M))/A.

PT’OOf. Assume that So,to € T(E, Co) If s = tg € CCM(E), then sg R Soo (E)Ugr(R(M))Ugr(A)
to by Lemma 4.7. Using a simple adaptation from Theorem 3.21 without taking the symbol
for the inverse axioms into account, we may infer that S (E) U gr(R(M)) is convergent
modulo A, and thus sy and ¢y have the same normal form w.r.t. (S (E) U gr(R(M))/A.
Conversely, if so and top have the same normal form w.r.t. (SZ (E) U gr(R(M))/A, then
we have so X (E)ugr(R(M))ugr(A) to, and thus so ~ to € CCM(E) by Lemma 4.7. ]

Corollary 4.9. Given a finite set of ground equations E C T(3,Co) x T(2,Cy), if Seo(FE)
is finite, then we can decide for any so,to € T(X,Cy) whether s %]‘EJ to holds or not.

Example 4.10 (Continued from Example 4.4). Consider E = {f(a,b) = a, f(b,c) =~
b,c = d} with f € ¥4 and a = b > ¢ > d in Example 4.4 again. Again, Phase I is not
needed. For Phase II, since C' = Cy = {a,b,c,d, 1}, we have U(C) = {f(1,1) = 1, f(a,1) =
0, f(1,a) ~ a, f(b,1) ~ b, f(1,6) = b, f(c, 1) ~ ¢, f(1,€) ~ ¢, f(d, 1) ~ d, f(1,d) ~ d}. Now,
S(F) = EUJUU(C) and the same equations as in Example 4.4 are generated by Phase III
after some contraction steps. Therefore, S7(F) = {f(ab) — a, f(bd) — b,c — d, f(ad) —
a, f(11) — 1, f(al) — a, f(la) — a, f(b1) — b, f(1b) — b, f(cl) — ¢, f(le) — ¢, f(dl) —
d, f(1d) — d}. By Lemma 4.8 and Corollary 4.9, we can decide whether f(a,c,1,d) ~4 a.
(

Since f(acld) = sz (mugr(ran))/a T(acd) = sz (m)ugr(rn))/a f(@dd) = sz (m)0gr(r(M))) /4

flad) = sz (Byugr(r(a)))/a @ We see that f(a,c,1,d) ~a € CCM(E) and f(a,c,1,d) ~¥ a.

4.3. Congruence closure modulo the multiple sets of group axioms. Section 3 was
concerned with congruence closure modulo a single set of group axioms. This subsection
adapts Section 3 for constructing congruence closure of a finite set of ground equations with
interpreted symbols for the multiple disjoint sets of group axioms.’

First, we consider the union of two sets of group axioms G and Gy with g, N3q, = 0,
denoted by Gi W Ga, where X¢, = {fa,,iq,, la,} and X¢, = {fq,,%c,, Lla, }- This means
that both G; and G5 are the sets of group axioms but they do not share any function symbols.
Let R(G1) and R(G2) be the convergent rewrite systems for G and G2 on associatively flat
terms, respectively (see Section 2). Now, the union of two rewrite systems R; and Ry for
G1 W Gg, denoted by R(G1) W R(G2), on associatively flat terms has the following rewrite
rules:

iGl(]‘Gl) — 1G1 fGl (‘T’ 1G1) -z fGl(]‘Gl?x) — T iGl (iGl (aj)) -z
en (x7iGl ($)) —1la, fau (iGl (x),ﬁ) —1lg, g (fG1 (x,y)) = fau (iG1 (y)viG1 (SU))

iGQ(]‘GQ) — la, fGQ(I’ 1G2) - fGQ(lGQ’x) — iGz(iGz(x)) -z
sz (xﬂiGz(m)) — la, fGQ(iGQ(x)7$) — la, iG2(fG2 (xay)) — fGQ (iGz (y)aiGz (x))

It is known that termination is not a modular property [Ohl94] of rewrite systems, while
confluence is a modular property of rewrite systems [Ohl94, Toy87]. It is also known that
the disjoint union of two disjoint rewrite systems R; and Rs is terminating if neither R; nor

Recall that a single set of group axioms G has the following form in this paper: G := AU {f(z,1) =
z, f(l,z) =z, f(z,i(z)) =~ 1, f(i(x),x) ~ 1}. Alternatively, there are single axioms for groups [McC93]. In
this paper, by a set of group axioms, we mean a set of group axioms having the form of G shown above.
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Ry contains duplicating rules [Ohl94, Rus87]. (A rewrite rule | — r is duplicating [Ohl94]
if there exists some variable such that it has more occurrences in r than [.) In the above
example, the union of R(G1) and R(G2) is confluent and terminating on associatively flat
terms because X, N Xq, = 0 and neither R(G1) nor R(G3) contains duplicating rules. In
the remainder of this subsection, we denote by W, G; := G1 W - - W G, the union of the
sets of group axioms G1,..., G, such that X, NXg, = () for every i # j. We denote by
Wi, R(Gi) := R(G1)W- - -WR(Gy) the union of R(Gy),...,R(Gy), where R(Gy), 1 < k <n,
is the convergent rewrite system for G on associatively flat terms. Now, the next lemma
follows from the above observation.

Lemma 4.11. [} R(G;) is convergent modulo A.

Phases I and II for constructing congruence closure modulo ;'_; G; are adapted from
Phases I and II in Section 3 by taking different interpreted symbols for the multiple disjoint
sets of group axioms into account. The rewrite relation R(G)/A in step 2 in Phases I in
Section 3 is simply replaced by the rewrite relation | ; R(G;)/A. The output of Phase I is
denoted by E’, where all equations in E’ are constant, D-flat, or A-flat equations.

Next, Phase II is described as follows for [, G; and their interpreted symbols
fa,ig,,1g, for all 1 <1 < n.

Phase II: Given C' and E’ obtained from E by Phase I, Copy C to C' and E’ to E".
Then, for each set of group axioms Gy, 1 <1 < n, repeat the following procedure:

e For each constant ¢ € C’ and ¢ # 1¢,, repeat the following step:
If neither ig,(cx) = ¢ nor ig,(cj) = ci appears in E" for some ¢,c; € C', then E' =
E' U{ig,(ck) = ¢} and C := C' U {cy, } for a new constant ¢, taken from W.

Next, for each set of group axioms Gy, 1 <1 < n, repeat the following steps:

® Set IGZ(E/) = {iGz(le) ~ 1Gl} U {iGz(cn) ~ Cm’iGl(Cm) R Cn € El} U {sz(Cmvcn) ~

g, lig,(cm) = cn € E'} U{fq,(cnscm) = 1, lig,(cm) = cn € E'}.
o Set Ug, (C) :=={fg,(c,1q,) = c|lce C}U{fq,(1g,,c) = c|ce C}.

Finally, set S(E) := E'UIg, (E")U---Ulg, (E)UUg (C)U---UUg, (C) and return S(E).
Here, S(E) is the output of Phase II. Now, using S(E) obtained from Phase II, one may
apply the same Phase III as in Section 3 using Sy = S(E). The following lemma is a direct
extension of Lemma 3.4.

Lemma 4.12. Viewed as a set of equations, S(E) w.r.t. G = Wi, Gi is a conservative

extension of E w.r.t. CA;', i.e., So m% to iff so mg(E) to for all terms so,tg € T(3, Cp).
Similarly, the following results are adapted from Lemma 3.13, Theorem 3.22 and

Corollary 3.25, respectively.

Lemma 4.13. Let G := Wi, Gi and R(G) := Wi, R(Gi). If so,to € T(X,Ch), then

Sg ~tg € CCG(E) Zﬁ S0 %SOO(E)UQ’I’(R(@))UQT(A) to.-

Proof. First, CC’@(E) is the same as %g by Birkhoff’s theorem. Also, by Lemma 4.12, s zg
to iff sg %g(E) to for all terms sg,to € T'(3, Cp). Then, s zg(E) to iff s¢ =~
to for all terms sg,tg € T(X, Cp).

S(E)Ugr(R(G))Ugr(A)
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Let Sy = S(E). Applying Lemma 3.12 yields that if S; - Si1, then +g,,,.(4) and
é5i+1Ugr(A) on T'(X, Cy) are the same, and thus QS(E)UQT(A) and égw(E)ugT(A) coincide.

Thus, sg R 5(B)Ugr(R(G))Ugr(A) to iff sg Rg. (B)ogr(R(E))0gr(A) to for all terms sg,tg € T'(X, Cp).
L]
Lemma 4.14. Let G := =, G; and R(G) = = i, R(G;). If so,to € T(Z Co), then

So =ty € CCG( ) iff so and to have the same normal form w.r.t. (SZ(E)U gr(R(G )))/A

Proof. Assume that sg,tg € T'(X,Cy). If so =ty € CC’é(E), then sg R 5. (B)Ugr (R(G))Ugr(A)
to for all terms sg,ty € T'(X, Cy) by Lemma 4.13. By Theorem 3.21, we may infer that each
SZ(E)Ugr(R(Gy)), 1 <1 <mn,is convergent modulo A. Now by Lemma 4.11 and a simple
adaptation of Theorem 3.21, we may also infer that S (E) U gr(R(G)) is convergent modulo
A, and thus sg and t¢ have the same normal form w.r.t. (S (F)U gr(R(é))/A.
Conversely, if sy and #o have the same normal form w.r.t. (SZ,(E) U gr(R(G))/A, then

we have sg ~ tg, and thus sg ~ tg € CCY(E) by Lemma 4.13. ]

Seo (E)Ugr(R(G))ugr(A)

Corollary 4.15. Let G:= Wi, Gi. Given a finite set of ground equations E C T'(X, Cp) X

T(3,Co), if Seo(E) is finite, then we can decide for any sg,to € T(X,Cy) whether sg %g to
holds or not.

Example 4.16. Let G and G2 be the sets of group axioms with Xqg, = {f,if,1¢} and
Ya, = {9,ig,14}. Consider E = {f(a,b) = a, f(b,a) = b,g(a,b) =~ g(b,a), h(a) =~ b} with
a>b>17 =1, and h € X. Each equation in E is already a ground fully flat equation, so
Phase I is not needed. (Note that equation g(a,b) ~ g(b,a) is an A-flat equation.) After the
first step of Phase II for G; and G9, we have:

E' = {f(a,b) = a, f(b,a) ~ b,g(a,b) = g(b,a),h(a) ~ b} U {if(a) ~ c1,if(b) =
c2,1¢(1y) = c3,ig(a) = ca,ig(b) = c5,i4(1f) = c6} and C' = CoUC, where Cy = {a,b, 17,14}
and Cl = {Cl, C2,C3,C4,Cs, 66}.

After the remaining steps of Phase II for G and G, we have Ig, (E') = {if(15)
Lr,if(cr) = a,if(c2) = byif(c3) = 1y, f(c1,a) = 1y, f(a,c1) = 1¢, f(c2,b) = 1y, f(b,c2)
Ly, f(es, 1g) = 17, f(1g, c3) = 15} and I, (E) = {ig(1g) & 1g,ig(ca) = a,ig(cs) = b, ig(ce)
1t,9(ca,a) = 1g,9(a,c4) = 1g,9(c5,b) = 14,9(b,c5) = 14,9(ce,17) = 14, 9(1,c6) = 14}.

Also, we have Ug, (C) = {f(c,1f) R clc € CYU{f(1f,¢c) = c¢|c € C} and Ug,(C)
{ge,1,) ~ clee CYU{g(ly ) ~ e|ce O},

After Phase II, S(E) := E' UIq,(E') U Ig,(E")UUg, (C)UUg,(C). Now, the following
steps are performed in Phase III using Sop = S(F).

QR

f(acz) = f(aly) (DEDUCE by f(ab) ~ a and f(bc) =~ 14.)

flacz) = a (SIMPLIFY 1 by f(aly) = a. 1is deleted.)
f(bea) ~ f(ba) (DEDUCE 2 by f(ba) ~ b.)

f(ba) = 15 (SIMPLIFY 3 by f(bca) = 1¢. 3 is deleted.)

b~ 1y (SIMPLIFY 4 by f(ba) =~ b. 4 is deleted.)

f(17c2) ~ 15 (COLLAPSE f(bco) =~ 15 by b~ 17. f(bca) = 1y is deleted.)

ca = 1¢ (SIMPLIFY 6 by f(1fc2) ~ co. 6 is deleted.)

f(1fa) = b (COLLAPSE f(ba) = bby b~ 1f. f(ba) ~b is deleted.)

f(1a) =1y (COMPOSE 8 by b~ 1. 8 is deleted.)

0: a = 1¢ (SIMPLIFY 9 by f(1fa) = a. 9 is deleted.)
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11: f(15c1) = 15 (COLLAPSE f(aci) =~ 1f by a~1¢. f(aci) = 15 is deleted.)
12: ¢; ~ 15 (SIMPLIFY 11 by f(1s¢1) & c1. 11 is deleted.)

13: i4(1¢) = c4 (COLLAPSE i4(a) = c4 by a = 1. ig(a) = c4 is deleted.)

14: ig(15) = c5 (COLLAPSE i4(b) = c5 by b~ 1¢. i4(b) =~ c5 is deleted.)

15: ¢4 =~ ¢5 (COLLAPSE 13 by 14. 13 is deleted.)

16: ¢5 ~ cg (COLLAPSE 14 by i4(1¢) ~ cg. 14 is deleted.)

After several steps using the contraction rules, we have ST (E) = {a — 15,b = 17,¢1 —
1f762 — 1f,h(1f) — 1f,if(1f) — 1f,C4 — Cg,C5 — Cﬁ,if(lg) — C3,if(63) — 1g,f(03, 1g) —
Ly, f(lg e3) = 1pyig(ly) = coyig(cs) = 1p,ig(lg) — 1g,9(ce,1p) —= 1g,9(15,¢6) —
19} @) U>_(C), where U>_(C) = {f(lf,lf) — 1f,f(1f,63) — Cg,f(Cg, 1f) — Cg,f(lf,C@;) —
Cg, f(CG, 1f) — Cg, f(lf, 19) — 19, f(lg, 1f) — 19} U {g(lg, 19) — 19,9(19,63) — Cg,g(Cg, 1g)
— ¢3,9(1g,¢c6) — c6,9(c6,1y) — c6,9(1g,1f) — 1¢,9(1¢,15) — 14}, By Lemma 4.14
and Corollary 4.15, we can decide whether g(f(a,a), h(b)) %%MGQ g(b, f(a,15)) holds or

not. Let MG := SZ(E) U gr(R(G1) W R(G2)). Then, we see that g(f(a,a),h(b)) i>MG/A

g(f (L, 15), h(15)) S nicra 9(1p,15). Also, g(b, f(a,1f)) —nara 9(b,a) “nara 9(1p, 1)
Now, we conclude that g(f(a,a),h(b)) %gleQ g(b, f(a,17)) holds and g(f(a,a),h(b)) ~
g(b, f(a,1y)) € CCE¥C2(E) by Lemma 4.14.

5. CONCLUSION

This paper has presented a new framework for computing congruence closure of a finite
set of ground equations F over uninterpreted symbols and interpreted symbols for a set of
group axioms G, which extends a rewrite-based congruence closure procedure in [Kap97]
by taking G into account. In the proposed framework, ground equations in F are flattened
into ground flat equations and certain ground flat equations entailed by G are added for a
completion procedure. The proposed completion procedure is a ground completion procedure
using strings, which adapts a completion procedure for string rewriting systems presenting
groups [HEOO05, Sim94]. The procedure yields a ground convergent rewrite system for
congruence closure modulo G for E. It is simple and generic in the sense that it can also
be used for constructing congruence closure w.r.t. the semigroup, monoid, and the multiple
disjoint sets of group axioms for E by a slight change of Phase II, but without changing
the completion procedure itself. Furthermore, it neither uses extension rules nor complex
orderings.

In [Rub95], [Bac91], and [PS81], the authors pointed out that it is natural to view
the associativity axiom (with a binary function symbol) as a “structural axiom” rather
than viewing it as a “simplifier”. For example, from the given following simple rules
f(f(z,y),2) = f(z, f(y,2)), f(a,b) = b, f(a, f(x,b)) = f(x,b), the standard completion

may generate infinite rules f(a, f(z, f(y,0))) — f(, f(y,b)), f(a, f(z, f(y, [(2,)))) —
f(z, f(y, f(2,b))),- - [Bac9l,Rub95]. Accordingly, this paper is concerned with a completion

procedure for the rewrite relation —p,4 on associatively flat ground terms instead of the
(plain) rewrite relation —pua. Also, the proposed completion procedure does not use
infinitary A-unification explicitly and simply use string matching for ground flat terms
during the proposed (ground) completion procedure; note that, for example, f(a,z) and
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f(z,a) have an infinite set of (independent) A-unifiers a, f(a,a), f(a,a,a), etc. (See [BSO01]
and [Rub95].)

Meanwhile, completion modulo A was considered in [Rub95], which is not well suited
for constructing congruence closure modulo A. Besides, the approach uses the complex
A-compatible reduction ordering and A-unification.

Completion modulo a set of axioms Ax for left-linear rules was considered in [Hue80].
This approach is also not suited for constructing congruence closure modulo G because R(G)
has a non-left linear rule, for example, f(x,i(x)) — 1.

In [KKN85], the authors discussed an approach based on computing the Grobner basis
of polynomial ideals for solving word problems for finitely presented commutative algebraic
structures including commutative rings with unity. This approach is also not suited for
constructing congruence closure modulo G because the commutativity is not assumed in G.

The new results and the main contributions of this paper are the construction of a
rewriting-based congruence closure of a finite set of ground equations modulo the semigroup,
monoid, group, and the multiple disjoint sets of group axioms, respectively. No nonground
equation is added for the above constructions during the proposed completion procedure,
and they are all represented by convergent ground rewrite systems modulo associativity. In
particular, if the proposed completion procedure terminates for a finite set of ground equations
w.r.t. the semigroup, monoid, group, or the multiple disjoint sets of group axioms, then it
yields a decision procedure for the word problem for a finite set of ground equations w.r.t. the
corresponding axioms. Recall that the word problem for finitely presented semigroups,
monoids, and groups are undecidable in general [BO93, HEOO5].

The key insights of this paper are as follows. First, the arguments of an associatively
flat ground term headed by each associative symbol f are represented by the corresponding
string, which is possible by flattening nonflat ground terms occurring in the arguments of
f by introducing new constants. Also, certain ground flat equations entailed by the group
axioms (or the monoid axioms) are added for the proposed ground completion procedure
so that one needs neither an A-compatible reduction ordering nor A-unification. This also
allows the well-known completion procedure for string rewriting systems and its results
(e.g. a monoid presentation of a finite group) to be adapted for the proposed framework
of constructing congruence closure of ground equations modulo the semigroup, monoid,
group, and the multiple disjoint sets of group axioms, respectively. It is left as a future
work to translate the (known) sufficient termination criteria for the completion of string
rewriting systems (or Thue systems) [KN85b, BO93, Str98] into the termination criteria of
constructing congruence closure of ground equations modulo the semigroup, monoid, and
the group axioms, respectively.

Since groups are one of the fundamental objects in mathematics, physics, and com-
puter science, developing applications (e.g. integration of SMT solvers with the proposed
approaches) using the proposed approaches remains as future research opportunities.

Finally, some of the potential extension of the results discussed in this paper can be the
construction of a rewriting-based congruence closure of a finite set of ground equations modulo
the following: (i) involutive [EM93] semigroups, monoids, and groups, (ii) idempotent [SS82]
semigroups, monoids, and groups, and (iii) cancellative [NOS9] semigroups, monoids, and
groups, and their combinations. Construction of a rewriting-based congruence closure of a
finite set of ground equations modulo two sets of group axioms with homomorphisms [BO93]
can be another potential extension of the results discussed in this paper.
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